Statement of the Problem

[Peter – I expect that you will toss much of this introductory text – it is context so that you can see how I intend the LAS part to fit in.  Writing it helped me to get the juices flowing]
The Need for a Web-based Satellite Evaluation Environment

Satellite observations are an under utilized data resource for much ocean science research.  In today’s research environment an ocean scientist requires specialized knowledge about the satellite measurement and data analysis processes to take advantage of this resource.  The scientist must understand the complex history and nomenclature of missions and instruments in order to know what data sets to look for and where to look.  (S)he must understand the strengths and limitations of the instrument types -- the precision, biases, orbits, spatial and temporal resolutions, limiting factors (such as cloud cover), factors that lead to uncertainty (such as atmospheric humidity).  The data sets themselves arrive in a baffling range of file formats, often with basic metadata such as coordinates absent from files.  (S)he often must have specialized analysis and visualization tools that can properly geo-reference a bewildering collection of projections.
In creating the Thematic Server we propose to overcome many of these barriers.  The most basic class of barriers – challenges of locating the data, of navigating hierarchies of files, of deciphering formats and determining and associating missing use metadata -- will be handled through OPeNDAP.  Despite the distribution of the data sets across many institutions, utilizing distinct formats, directory structures and metadata conventions, the satellite fields will available to the user through a single Web portal.  The fields will be made complete and uniform with respect to use metadata and will be “aggregated” to appear as dozens of data sets instead of thousands of files.  They will be available to “open” as if they were locally resident on the user’s computer in common desktop research tools such as Matlab, IDL, Ferret, and GrADS.
A subtler class of barriers to effective usage arises from issues of data content and interpretation, rather than issues of format and accessibility.  These barriers cannot be broken down through simplified access to the data values, alone.  Human-readable documentation, which summarizes and contrasts the characteristics of each satellite field – start and end dates, repeat intervals, spatial resolution, nominal accuracy, known limitations – can help somewhat with this class of problem and will be provided (??) through this portal.  To progress to the next stage of interpretation, evaluation, and comparison of the fields, however, requires tools that touch the data itself. 

For  the (satellite non-specialist) researcher to gain the comfort level required to use satellite data with confidence (s)he must be in possession of tools with which (s)he can formulate idiosyncratic questions.  The scientist must be able to focus in on the particular region of space and time, or the particular phenomenon which is her/his special interest.  (S)he must be able quickly and with ease to evaluate the effective coverage of the data, the gappiness of the data, spatial averages and average values over intervals of time, the variability in space and time.  (S)he must be able to compare ensembles of different satellite estimates to separate the outliers from the more consistent measurements.  Tools are needed that can quickly resolve differences in resolution and projection in order to render the satellite fields comparable, for example binning daily-average fields into 3-day average bins in order to compare to 3-day fields, and analogously to compare high resolution spatial fields with lower resolutions.  (S)he should be able quickly to compare the fields to climatological data products and in-situ data.  (S)he should also be able to quickly examine the relationship between variables as a “sanity check”. 

In many cases the type of analysis that would be desired may be impractical given the size of the data sets, the limitations of modern network and computer power, and the desire for a quick response.  (A design requirement of the Web portal would be to impose limits on the level of compute or networking resources it would provide.) In such cases the tools should provide statistical modes that approximate the desired result through decimation or random sampling. 
We propose to provide the user of the Thematic Web portal with exactly such a workbench.  A key characteristic of the work bench is that the user interface must be simple to use and “friendly” to the non-specialist.  If a user attempts an analysis that is inappropriate (e.g. comparing the time-variance of a 1-day field with a 3-day field) the workbench must warn the user that this is a questionable operation.

We enumerate below some of the obvious candidates for tools that should be included in this workbench.  We note, however, that the process of assembling the right collection of tools will be evolutionary and will be refined and augmented based upon feedback from users throughout the duration of the project.

Workbench tools:

The User Specifies

· geophysical variable(s) of interest (particular satellite products)
· space-time region of interest

· (optionally) representative space or time scale

· map-based selection, named regions (e.g. Tropical Pacific) and lat-long specifications

The workbench provides basic graphical tools

· time series plots

· for multiple variables stacked plots and overlays on one axis
· XY maps (images and colored contour plots)

· for multiple variables multi-paneled or contour lines over image

· scatter (property-property) plots

· comparing different variables or different regions of space or time for same variable

The workbench provides basic transformations and analyses

· time series averaged over spatial areas

· lat/long regions averaged over time intervals 

· similar capabilities for other statistics: variance, extrema

· match differing resolutions by binning (averaging) higher resolution fields in space or time to match lower resolution fields

· RMS difference from ensemble mean
· tools to regrid between differing projections and resolutions
The workbench would provide reference data sets and the ability to compare the satellite fields to these data
· real-time in-situ observations (available via the US GODAE server)

· historical in-situ surface measurement archives (available via NVODS)
· climatological surface fields such as the COADS data sets

The Live Access Server:  a foundation on which to build the workbench
LAS is a configurable scientific data "product" server.  LAS offers a friendly user interface to gridded and in-situ data sets through standard Web browsers, providing customizable graphics and formatted data subsets. LAS is a well-proven system, originally released in 1994 and now in version 6, with on the order of 50 sites installed internationally. Figure 1 illustrates the basic structure of LAS.
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   Fig 1.  LAS is a "product server"

Fig. 2.  LAS supports multiple back ends
As Figure 2 illustrates, LAS does not create products, itself.  Rather it redirects the users’ requests for product creation to "back end" functionality, which may be provided by various applications and services.  The Ferret application is the default back end with in LAS, but individual sites have added alternatives such as GIS via ESRI ArcIMS (at NOAA/NGDC), the NCAR Control Language (at NCAR), and the Climate Data Analysis Tools (at DOE/Lawrence Livermore Laboratory.) The ability to utilize a range of applications and services will permit the Web portal to exploit a broad range of analysis and visualization tools.  For example, the use of IDL as a back end within LAS will leverage extensive libraries of specialized scripts and programs for the workbench.
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Figure 3.  Remote data access with OPeNDAP (formerly "DODS")
Figure 3 shows the manner in which OPeNDAP gives LAS the ability to access remote data and to translate from the native formats of the data into a uniform self-describing data stream.  Note that in the LAS architecture the user interface is fully de-coupled from the product server.  Thus there is broad latitude to build a specialized user interface for the proposed workbench within the standard design constraints of the LAS server.

Work Plan

Milestones

